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Why do researchers love using AWS?

Time to Science
Access research 

infrastructure in minutes

Globally Accessible
Easily Collaborate with 

researchers around the world

Low Cost
Pay-as-you-go pricing

Secure
A collection of tools to

protect data and privacy

Elastic
Easily add or remove capacity

Scalable
Access to effectively

limitless capacity



Over 1 million active customers across 
190 countries

2300+ government agencies

7,000+ educational institutions

13 regions

35 availability zones

56 edge locations

Everyday, AWS adds enough new server capacity to support 

Amazon.com when it was a $7 billion global enterprise.
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Customer Decides Where Applications and Data Reside

Note: Conceptual drawing only. The number of Availability Zones may vary.
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• Resizable compute capacity in >25 instance types

• Reduces the time required to obtain and boot new server 
instances to minutes or seconds

• Scale capacity as your computing requirements change

• Pay only for capacity that you actually use

• Choose Linux or Windows

• Deploy across Regions and Availability Zones for reliability

• Support for virtual network interfaces that can be attached to 
EC2 instances in your VPC
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Facilities

Physical security

Compute infrastructure

Storage infrastructure

Network infrastructure

Virtualization layer (EC2)

Hardened service endpoints

Rich IAM capabilities

Network configuration

Security groups

OS firewalls

Operating systems

Applications

Proper service configuration

Auth & acct management

Authorization policies

+ =

• Re-focus your security professionals on a subset of the problem

• Take advantage of high levels of uniformity and automation

Customer/Partner Audited



Encrypt your data prior to sending to AWS

Your applications in your 

data center
Your applications in 

Amazon EC2Encrypted

Data

AWS Services

S3 Glacier RedshiftEBS



Amazon EBS

Amazon S3

• HTTPS

• AES-256 server-side encryption

• AWS or customer provided or customer managed keys

• Each object gets its own key

• End-to-end secure network traffic

• Whole volume encryption

• AWS or customer managed keys

• Encrypted incremental snapshots

• Minimal performance overhead (utilizes Intel AES-NI) 







On-Demand
Instances

Pay as you go for 
computing power

Flat hourly rate, no 
upfront commitments

Reserved
Instances

Pay an upfront fee (or not)
to secure discounted hourly 
pricing and a capacity 
reservation for up to 3 years

Buy RIs at a discount or sell 
underutilized RIs via the RI 
Marketplace

Spot
Instances

Bid for spare EC2 capacity, 
access 1,000s of instances at 
up to 90% off the OD price

Spot instances run if your bid 
price > Spot price

If capacity is constrained, your 
instances may be evicted

10:00

10:05

10:10



On

On-demand

Reserved capacity

100%

Capacity Over Time

AWS Spot Market
Achieving economies of scale

Spot

0%
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Bid only what you are willing to pay.

(by default, bid limited to 4 * On Demand Price)



Frontend Applications

on On-Demand/Reserved Instances

+

Backend Applications*

on Spot Instances

* e.g., image segmentation, 

genomic alignment



aws autoscale create-launch-configuration

--launch-configuration-name spotlc-5cents 

--image-id ami-e565ba8c

--instance-type d2.2xlarge

--spot-price “0.25”

aws autoscale create-auto-scaling-group

--auto-scaling-group-name spotasg

--launch-configuration spotlc-5cents

--availability-zones “us-east-1a,us-east-1b”

--max-size 16 

--min-size 1 

--desiredcapacity 3

http://aws.amazon.com/cli/



Leverage Spot instances in workflows

1 days worth of effort

resulted in 

50% savings in cost

Harvard Medical School
The Laboratory of Personal Medicine

Run EC2 clusters to analyze entire genomes

“The AWS solution is stable, robust, flexible, and low cost. It 

has everything to recommend it.”
Dr. Peter Tonellato, LPM, Center for Biomedical Informatics, Harvard Medical School

http://aws.amazon.com/solutions/case-studies/harvard/

https://cosmos.hms.harvard.edu/



”

“ We completed the equivalent 

of thirty-nine years of 

computational chemistry in just 

under 9 hours for a cost of 

around $4200.

Steve Litster

Global Head of Scientific Computing, Novartis

• Scientists at Novartis  had identified a target 

molecule and needed to screen 10 million 

compounds against it in a computational model

• Existing infrastructure was not available

• New infrastructure would have cost approximately 

$40 million to build

• Novartis built a virtual high-performance computing 

data center in the cloud to run the experiments

• Dramatic increase in the speed of science – able to 

receive an answer in a fraction of the time at a 

fraction of the cost



”

“ [We could] reduce the number 

of subjects from 60 to 40 [in a 

Phase I clinical trial]….the 

length of the study is reduced 

by almost 1 year.

Russell Towell

Senior Solutions Specialist, Bristol-Myers Squibb

• PK group at BMS is a group of 40 scientists 

responsible for clinical simulations

• With two servers it took them 60 hours to run 2000 

simulations

• Using a portal built on AWS, the group can now spin 

up 256 servers simultaneously

• The same amount of work can be done in 1.2 hours 

for $336



”

“ We came up with a model that 

demonstrated, quantifiably, 

that specific fermentation 

performance traits are very 

important to yield.

Jerry Megaro

Director of Manufacturing, Advanced 

Analytics and Innovation, Merck

• In the summer of 2012, managers at Merck were 

noticing higher-than-usual discard rates on certain 

vaccines

• Using a “spreadsheet approach”, on-premises 

storage and memory limitations meant only 1-2 

batches at a time could be analyzed

• A Hadoop distribution running on AWS was used to 

combine 16 data sources into a data lake

• 1.5 billion batch-to-batch comparisons were 

performed

• Conclusive answers about production yield variances 

were produced in 3 months



Baylor School of Medicine Uses AWS to Accelerate Analysis and Discovery

The Baylor College of Medicine is a leading contributor to the 

CHARGE Project, a group of 200+ scientists who are working 

to identify genes that contribute to aging and heart disease. 

We are able to power ultra large-

scale clinical studies that require 

computational infrastructure in a 

secure and compliant environment 

at a scale not previously possible.

• Offers customers video surveillance and free video 

storage for 7 days in a private, secure cloud

• Baylor’s collaboration with the CHARGE investigators 

required a secure, scalable genomic analysis 

platform. They partnered with DNAnexus to use their 

PaaS for genomic analysis, built on AWS. 

• Stores more than 430 TB of genomic result data

• Analyzes the genome sequences of more than 

14,000 individuals—5 times faster than with the 

previous infrastructure

• Enables more than 200 scientists worldwide to share 

tools and data quickly 

– Omar Serang

DNAnexus Chief Cloud Officer, DNAnexus

”

“





1+ Million Cancer Genome 
Data Warehouse



http://bit.ly/aws-dbgap

Architecting for Genomic Data Security and 

Compliance in AWS

http://bit.ly/aws-dbgap

