Fully-Automated Spot Recognition and Matching Algorithms for 2-D Gel Electrophoretogram of Genomic DNA
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Abstract

We have developed the fully-automated algorithms for processing 2-D gel electrophoretograms based on RLGS (restriction landmark genomic scanning) method; one for fully-automated spot recognition from RLGS electrophoretogram and another for fully-automated pairwise matching of the spots found on such 2-D electrophoretograms. Without any human interaction, several thousand of spots on a 2-D electrophoretogram, including hidden spots found at the shoulder of large spots, can be identified correctly by applying our spot recognition algorithm, except for only a few true-negative and false-positive spots. Once the locations and intensities of the landmark spots are correctly recognized automatically, our pairwise spot matching algorithm reliably and rapidly identifies equivalent pairs of spots found on the nonlinearly distorted RLGS electrophoretograms in the fully-automatic way, i.e., the boring and annoying spot landmarking process is unnecessary. At the beginning of the spot matching process, most suitable pair of corresponding spots is searched automatically, then the other equivalent pairs of spots are identified. With our powerful image processing algorithms, it is possible to detect DNA molecular changes such as deletions, additions, amplifications or DNA methylations occurring at or near to the restriction enzyme cleavage sites by means of comparing large amount of RLGS electrophoretograms, without any visual inspection and human interaction.

1 Introduction

The sequencing projects and cDNA projects have been producing large sequence data during their process. As a consequence, several complete sequences of microbial genomes have been recently established and the complete sequence of human genome is predicted to be solved by early in the next century. The next goal of human genome project is the identification of all of the 10^5 genes coded on the sequence and understanding their function, based on the high-quality human genome sequence data and massive EST (expressed sequence tag) data.

With the complete sequence data, the existence of genes (or protein coding regions) on the sequence can be predicted and identified by listing up all Open Reading Frames (ORFs) followed by the sequence similarity search, matching with motif dictionary and so forth. It is, however, rather difficult to evaluate the function of the newly identified genes, when it shows no strong similarity with the gene which function is already known.

In order to explore the functions of the new genes, several experimental techniques are available. DNA chip technology [8, 21, 26, 28] is the one of the most powerful techniques to detect individual genetic differences, genetic mutations or to investigate the tissue specific expression patterns of the
genes. Positional cloning [2, 6] and Positional candidate [7] methods are also the powerful experimental strategy to identify genes or gene products which correspond to specific phenotype. Southern hybridization based method [5, 20] and PCR based method [16] have been developed and applied to identify pathogenic genes and gene products which cause genetic diseases.

Restriction Landmark Genomic Scanning (RLGS) method [11, 12] is the high-speed multiplex technique alternative to the Southern hybridization-based or the PCR-based techniques which detect mutations occurring at the particular regions of genomic DNA molecules. By applying RLGS method, mutations occurring at or near to the restriction landmarks can be scanned throughout the whole genome of any organism. It has been effectively applied to various lines of genetic analyses such as map-based identification of the important genes [12, 13] or to detect genetic variations [1].

In the RLGS procedure, purified genomic DNA is cleaved with a landmark restriction enzyme (A) such as NotI. The cleavage sites are end-labeled with radioisotope and the labeled DNA fragments are further digested by restriction enzyme (B) such as EcoRV, which recognition site appears more frequently in the genome than of restriction enzyme A. The mixture of the DNA fragments are then subjected to high-resolution two-dimensional (2-D) electrophoresis. After the first-dimensional agarose gel electrophoresis, the DNA fragments are in-gel digested with a restriction enzyme (C) such as HindII, then fractionated by second-dimensional polyacrylamide gel electrophoresis. The autoradiography of the dried up gel yields RLGS electrophoretogram (hereafter referred to as RLGS profile) on which several thousands of landmark spots appear. When appropriate restriction enzyme is chosen as a landmark enzyme, genetic alteration occurring at the regions which have important role in gene regulation, such as famous CpG island [4], can be detected effectively. Furthermore, it also offers an analysis of differential methylation of CpG-rich landmark sites associated with genomic imprinting and the changes in CpG methylation of specific loci [15], if methylation-sensitive landmark enzymes such as NotI are employed.

Despite the wide applicability and usefulness of RLGS-based genetic study, as mentioned above, the laborious image analysis of RLGS profiles makes the high-speed multiplex genomic scanning method impractical. In RLGS profiles, some irregular features in spot shape can be observed very frequently. Some landmark spots have the long-tailed shape, and other spots show flat shape caused by signal saturation, in addition to the strongly drifted un-uniform background patterns. Because of such irregularities, spot recognition by means of neither visual inspection nor conventional computer algorithms [10, 22] can be employed. Furthermore, in principle, the RLGS profiles take non-linear distortions, i.e., the whole patterns of the RLGS profiles do not coincide even if the profiles are derived from exactly the same genomic DNA. Therefore it is also difficult to match the equivalent spots on the related RLGS profiles by means of the simple overlay technique or conventional image matching algorithms [3, 9, 17, 22].

2 Previous Work

To overcome the difficulties in the analysis of RLGS profiles, we have developed the automated computer algorithms for spot recognition and spot pattern matching [27], and implemented as the RLGS image processing system so-called DNAInsight [23]. By applying the spot recognition algorithm, the locations and intensities of several thousands of spots are correctly recognized in spite of the irregularities in spot shape, since ring operator was adopted as the spot detector [23, 27]. Though the algorithm was highly efficient and fast, several tens of false-positive (ill-recognized) spots and true-negative (un-recognized) spots were still remained. Therefore, with this image processing system, such ill-recognized and un-recognized spots should be revised by hand with the graphical user interface provided. This spot revising process was the most time-consuming during the processing of RLGS profiles. Moreover, in principle, no ‘hidden’ spots, which could be found at the shoulder of neighboring large spots, can be recognized at all, because such hidden spot does not show any peak at its location. Such hidden spots should also be identified in order to make the subsequent spot
matching process being accurate.

With DNAInsight the equivalent pairs of landmark spots can be identified automatically from two related RLGS profiles. In this computer system, pairwise matching problem of two strongly disordered RLGS profiles was treated as the pattern matching problem of two structured graphs, that is, the Delaunay net and the relative neighborhood graph [24] (hereafter referred to as DN and RNG, respectively,) and solved as the breadth-first search of corresponding arcs in the two structured graphs. The algorithm was very fast and accurately identified the equivalent pairs of landmark spots [23]. Despite the automatic spot matching feature of the algorithm, the initial equivalent pair of spots should be chosen from each RLGS profiles by visual inspection with the graphical user interface DNAInsight system provides. This is also the boring, annoying and time-consuming process when large amount of RLGS profiles are being treated simultaneously.

In order to realize the truly automated and objective processing and comparison of RLGS profiles by computer, the above time-consuming, subjective and interactive procedures should be eliminated entirely. Hence we have developed the fully-automated algorithms for spot recognition and spot pattern matching. The improved algorithms are described in this paper in detail.

3 Fully-Automated Algorithms

As described above, the important points to improve our previous work and to accomplish the truly automated and objective processing of RLGS profile are (i) automated removal of the spots ill-recognized, and (ii) automated detection of the hidden spots and un-recognized spots. Our new approach to overcome these problems is the so-called “Gaussian modeling” of the landmark spots. Once the possible spot location is detected by means of the elliptic ring operator [23, 27], each spot on a RLGS profile is fitted with Gaussian-type function. The spots failed to be fitted by any Gaussian-type functions are treated as the false-positive spots and will be taken away from the list of the valid spot. The existence of hidden spot or un-recognized spot is identified based on the difference between the given RLGS profile and the Gaussian-modeled profile.

In order to realize completely automatic comparison of RLGS profiles, the initial equivalent pair of landmark spots should be selected automatically, prior to applying our previously reported graph matching algorithm [23, 27]. This can be achieved by the heuristic search of the possible combination of the spots in two RLGS profiles. With considering the featured point pattern represented by the RLGS spot location and intensity (hereafter referred to as RLGS pattern) as a structured graph, fitness of each pair of nodes in both graphs is examined by some fitness function, which accounts for the similarity of the central node and all nodes connected to by any arcs in the graph. Additionally in our new spot pattern matching algorithm, we employed the DN as the guide for matching any spots in two RLGS profiles, though the RNG was used in our previous spot pattern matching algorithm mainly because of the computational time requirement.

The fully-automated algorithms to identify landmark spots from a RLGS profile and to compare two RLGS patterns are described in the following subsections.

3.1 Fully-Automated Spot Recognition

The fully-automated recognition of spot locations and their intensities consists of the following steps:

**STEP1:** Preprocessing for image enhancement and smoothing. Let the preprocessed image be \( \phi(x, y) \).

**STEP2:** Applying background normalization operation [22] to \( \phi(x, y) \). Let the resultant image be \( \psi(x, y) \).

**STEP3:** The overall background level \( t \) of \( \psi(x, y) \) was determined by means of conventional smoothed density histogram method. The binary image \( f(x, y) \) of \( \psi(x, y) \), which gives the possible spot
domains, was obtained as

\[ f(x, y) = \begin{cases} 
1, & \text{if } \psi(x, y) \geq t \\
0, & \text{otherwise} 
\end{cases} \]

**STEP4:** Applying a ring operator to \( \phi(x, y) \) on the domain \( \{(x, y) \mid f(x, y) = 1\} \) to detect the local maxima independently of background density. Suppose that

\[ C(x, y) = \{(u, v) \mid (u - x)^2 + (v - y)^2 / \alpha^2 \leq r_M^2 \} \]

and

\[ R(x, y) = \{(u, v) \mid r_m^2 \leq (u - x)^2 + (v - y)^2 / \alpha^2 \leq r_M^2 \} \]

where \( \alpha \) is the ratio of the minor axis to major axis for an ellipse. Then the output of a ring operator is defined by

\[ h(x, y) = \max_C \phi(x, y) - \max_R \phi(x, y). \]

Here, the elliptic ring operator was adopted in order to allow efficient detection of flat shaped spots which have long tails in the first dimensional electrophoresis axis \( x \).

The recognized spots are labeled for their identification. Let the recognized location of the spot \( i \) be \((s^x_i, s^y_i)\).

**STEP5:** Spot domain identification. Gray levels of the preprocessed image \( \phi(x, y) \) are carefully analyzed and each pixel in the image is classified into one of the spot domains with the following steps:

**STEP5-1:** Labeling pixels in the preprocessed image \( \phi(x, y) \) whose gray levels are the highest through the image. The labeled pixels are either local maxima or in the regions of local flatness inside the flat shaped spots. Each labeled pixel is then classified into the spot domain \( D_i \), which consists of adjoining pixels. Here, pixels on the domain \( \{(x, y) \mid \psi(x, y) \leq t \} \) are ignored.

**STEP5-2:** A second label marks unlabeled pixels whose gray levels are the highest among all of the unlabeled pixels. The second labeled pixels are then classified into their adjoining spot domains which appeared in the previous steps, with enlarging each spot domain. This classification is continued until no more second labeled pixels adjoin any spot domains. Then, the residual unclassified pixels are offered to define new spot domains.

**STEP5-3:** The above step is repeated until any unlabeled pixels cannot be found on the image.

Here, let the spot domain corresponding to the spot \( i \) be \( D_i \).

**STEP6:** Gaussian-type function centering at \((s^x_i, s^y_i)\),

\[ g_i(x, y) = a_i \exp \left\{ -\left( x - s^x_i \right)^2 / 2S^x_i - \left( y - s^y_i \right)^2 / 2S^y_i \right\}, \]

is fitted onto the background normalized image \( \psi(x, y) \). The fitting parameters \( a_i, S^x_i \) and \( S^y_i \) are adjusted so as to minimize the error function

\[ E_i = \sum_{(x, y) \in D_i} \left[ \log \{ \psi(x, y) \} - \log \{ g_i(x, y) \} \right]^2. \]

**STEP7:** The fitted Gaussian-type functions are subtracted from the background normalized image \( \psi(x, y) \). The residual image \( r(x, y) \) is defined as

\[ r(x, y) = \psi(x, y) - \sum_i g_i(x, y). \]
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**STEP 8**: Spot detection from the residual image \( r(x, y) \). The ring operator is again applied to \( r(x, y) \) to detect the additional hidden spots.

**STEP 9**: Gaussian-type function centering at each newly recognized spot is fitted onto the residual image \( r(x, y) \), to give the each set of fitting parameters \( a_i, S_x, \) and \( S_y \).

**STEP 10**: All of the fitting parameters \( a_i, S_x, \) and \( S_y \) are refined so as to minimize the following error function,

\[
E = \sum_{(x,y)} \left\{ \psi(x,y) - \sum_i g_i(x,y) \right\}^2.
\]

After this refinement process, integrated intensity of the spot \( i \), \( I_i \), is calculated as

\[
I_i = \sum_{(x,y)} a_i \exp\left\{ -\frac{(x - s_x)^2}{2S_x^2} - \frac{(y - s_y)^2}{2S_y^2} \right\}.
\]

The flow of this algorithm is summarized in Fig. 1 with typical intermediate images which occur during the processing of a RLGS profile.

---

**Figure 1**: The flow of the fully-automated spot recognition algorithm is summarized with the typical intermediate images; **STEP 1**: preprocessing; **STEP 2**: background normalization; **STEP 3**: binarization; **STEP 4**: spot detection by applying ring operator; **STEP 5**: spot domain identification; **STEP 6**: fitting of single Gaussian-type function onto each spot; **STEP 7**: subtraction of each fitted Gaussian-type function from background normalized image; **STEP 8**: hidden spot detection from the residual image; **STEP 9**: fitting of single Gaussian-type function onto each hidden spot detected; **STEP 10**: non-linear least-square fitting of linear combination of Gaussian-type functions onto the background normalized image. For details, see text.

In the above algorithm, steps 1 to 5 are almost identical to our previously reported spot recognition algorithm [23, 27], which identifies the location of the landmark spots in spite of the strongly irregular spot shape and the strongly drifted un-uniform background pattern. The subsequent steps 6 to 10, newly introduced in this paper, realize the automatic ill-recognized spot removal and hidden spot identification. In addition to such functions, integrated intensity of landmark spot can be estimated accurately even if the spot has irregular shape or overlaps with other spots.
3.2 Fully-Automated Spot Matching

To compare two RLGS profiles and to identify equivalent pairs of spots from both RLGS patterns, we first represent the RLGS pattern as the structured graph, that is, the Delaunay net (DN) [24]. Here, we employed the DN because the Delaunay triangulation is known as locally equiangular [18] and the DN is the supergraph [25] of the Gabriel graph, the relative neighborhood graph and the minimal spanning tree, which have been used to compare protein 2-D electrophoresis gels [19] or used in the field of genetic taxonomy. The featured point pattern matching problem is, then, treated as the graph matching problem. To solve the problem, we adopted an algorithm in which the DN of the reference RLGS pattern is used as a guide for matching any nodes in the DN of object RLGS pattern against those in the reference DN.

With initial points in both reference and object graphs given, the graph matching starts with these initial points and progresses in breadth-first manner, minimizing the following evaluation function for the depth \( k \).

\[
E_k = \sum \left[ \left( 1 - S(a_i^{(k)}, F(a_i)) \right)^2 + \left( 1 - S(P_r(a_i^{(k)}), P_o(F(a_i^{(k)}))) \right)^2 \right],
\]

where for the vectors \( u \) and \( v \),

\[
S(u, v) = \frac{|u - v|}{|u||v|},
\]

\( a_i^{(k)} \) is the \( i \)-th vector corresponding to the directed arc to be traversed, and \( F \) is the mapping from arcs of the reference DN to those of the object DN. In addition, \( P_r(x) \) is the vector representing a referenced subimage centering at the destination point of \( x \) and \( P_o(x) \) means the similar vector with respect to the object subimage. Here, the mapping \( F \) which minimizes the above evaluation function \( E_k \) gives the optimal spot correspondence in the reference and object RLGS patterns.

Besides, our algorithm eliminates redundant paths during the traverse, by using thresholds of the difference in the corresponding arcs, i.e.,

\[
\tau_a \geq \cos^{-1} S(a_i, F(a_i)),
\]

\[
\tau_r \geq |a_i - |F(a_i)||,
\]

\[
\tau_o \geq \left( 1 - S(a_i^{(k)}, F(a_i^{(k)})) \right)^2 + \left( 1 - S(P_r(a_i^{(k)}), P_o(F(a_i^{(k)}))) \right)^2.
\]

Here, we should choose the respective values as the thresholds, taking statistics of a variety of patterns.

Even with the above automatic spot pattern matching algorithm, the initial equivalent pair of landmark spots, from which the breadth-first graph search begins, should still be chosen from each spot pattern. To accomplish the completely automatic spot pattern matching, an automated initial equivalent spot search algorithm is newly introduced in this paper. In our algorithm, the initial points in both reference and object DN are heuristically searched by using the fitness function defined as follows.

Let \( F_i^m \) be mapping from arcs connected to the \( l \)-th node in the reference DN to those connected to the \( m \)-th node in the object DN, which minimizes the function \( E \),

\[
E = \sum \left[ \left( 1 - S(a_i^l, F_i^m(a_i^l)) \right)^2 + \left( 1 - S(P_r(a_i^l), P_o(F_i^m(a_i^l))) \right)^2 \right],
\]

where \( a_i^l \) is the \( i \)-th vector corresponding to the directed arc connected to the \( l \)-th node in the reference DN. The fitness function \( f(l, m) \) which accounts for the equivalence of the \( l \)-th node in the reference DN and \( m \)-th node in the object DN is defined as

\[
f(l, m) = \sum_i \{e_i(l, m)\}^{-1},
\]
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where

\[
e_i(l, m) = \begin{cases} 
\infty, & \text{if } i\text{-th arc in the reference DN have no corresponding arc in the object DN} \\
1 - S(d_i^c, F_i^m(a_i^c)), & \text{otherwise} 
\end{cases}
\]

All possible pairs of the nodes in the reference and object DNs are examined with this fitness function, then the node pair which shows the highest similarity is chosen as the initial equivalent pair of spots. From this initial pair the breadth-first graph search begins and progresses automatically to give the all equivalent landmark spots in the two RLGS profiles.

4 Experiments and discussion

We have implemented the fully-automated algorithms for spot recognition and spot matching on DOS/V computer running with Linux. To evaluate the accuracy and performance of our algorithms, several experiments were carried out using the RLGS profiles derived from the genomic DNA extracted from the colon normal-tissue (hereafter referred to as Normal profile) and the colon tumor-tissue (hereafter referred to as Tumor profile): NotI, PvuII and PstI were employed as restriction enzymes A, B and C, respectively.

Prior to the experiments, the corresponding X-ray films were digitized with film scanner. In these RLGS profiles, 17 inch × 14 inch sized X-ray film was required to resolve over thousand landmark spots, and gives the image file of 5100 × 4200 pixels with scanning at a resolution of 300 dot per inch. The image file was then re-sampled as to give 1275 × 1050 pixels with 8-bit per pixel. The re-sampled image files were cropped for some convenience and then provided for the consecutive experiments. The image size of the used Normal profile and Tumor profile are 878 × 867 and 1245 × 832, respectively.

4.1 Spot Recognition

The fully-automated spot recognition algorithm was applied to identify landmark spots found on Normal profile and Tumor profile. Fig. 2 shows the locations of the automatically identified 2742 spots overlaid on the image of Tumor profile. As can be seen in this figure, almost of all landmark spots perceptible by visual inspection were correctly identified. It is noteworthy that the hidden spots found at the shoulder part of the neighboring large spots were also recognized correctly by our algorithm, as easily can be seen in Fig. 2b.

The statistics of the automatically identified landmark spots were summarized in Table 1, in which the number of true-negative (un-recognized) and false-positive (ill-recognized) spots are counted by visual inspection. In both cases of Normal and Tumor profiles, only the negligible numbers of true-negative and false-positive spots were counted. These results, consequently, strongly support that our algorithm works very fine with the RLGS profiles which have some irregularities in spot shape and the drifted un-uniform background patterns. Notice that about a thousand of spots, hidden or un-recognized in the first half stage of the algorithm, were recognized based on the differences between background normalized RLGS profile and the Gaussian-modeled profile. As described in later section, such spots, which was never recognized with our previous algorithm [27, 23], show the important role to achieve the accurate spot matching.

Despite the remarkable accuracy in spot identification, our spot recognition algorithm was also very fast. In Table 2, computation time required to process each RLGS profile is shown. Although these results were measured by using the inexpensive DOS/V computer, the image processing of the large RLGS profile was carried out about 4 minutes. The final step in the algorithm was the most time-consuming, but can be finished in practical time.
(a) The RLGS landmark spots identified automatically from Tumor profile.

(b) The RLGS landmark spots identified automatically from Tumor profile (magnified).

Figure 2: The locations of the spots, identified from Tumor profile by applying the fully-automated algorithm, are shown. The spots identified in the first stage of the recognition (through STEP4 to 6) are shown by open diamonds, and the spots identified in the second stage of the recognition (through STEPS8 to 9) are shown by open square. The number of spots finally survived in the last step, i.e. successfully fitted by Gaussian-type functions, was 2742.
Table 1: Number of spots identified by means of the fully-automated algorithm.

<table>
<thead>
<tr>
<th></th>
<th>Auto-detected 1</th>
<th>Auto-detected 2</th>
<th>Finally survived 3</th>
<th>True-negative</th>
<th>False-positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>1142</td>
<td>745</td>
<td>1879</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Tumor</td>
<td>1842</td>
<td>950</td>
<td>2742</td>
<td>7</td>
<td>5</td>
</tr>
</tbody>
</table>

1 The number of spots, detected then survived through STEP4 to STEP6.
2 The number of spots, detected then survived through STEP8 to STEP9.
3 The number of spots successfully fitted by Gaussian-type functions after the final stage of the algorithm.

Table 2: Computation time 1 (in sec) required to process digitized RLGS profile.

<table>
<thead>
<tr>
<th>image size</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5+S6+S7</th>
<th>S8</th>
<th>S9</th>
<th>S10</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>878</td>
<td>0.5</td>
<td>1.9</td>
<td>19.9</td>
<td>5.4</td>
<td>10.7</td>
<td>2.8</td>
<td>185.2</td>
<td>226.7</td>
</tr>
<tr>
<td>Tumor</td>
<td>1245</td>
<td>0.7</td>
<td>2.6</td>
<td>0.4</td>
<td>37.1</td>
<td>6.7</td>
<td>15.2</td>
<td>3.6</td>
<td>200.9</td>
</tr>
</tbody>
</table>

1 User-time required to process each step in the algorithm, which was measured on the DOS/V computer running with Linux: MMX Pentium/233MHz with 64MB SDRAM.

4.2 Spot Matching

As the next experiment, we have performed the identification of the equivalent pairs of landmark spots from the two RLGS patterns. Here, the spot locations and intensities were exactly the same as obtained in the above experiment without any modification. Table 3 summarizes the number of the matched spots and the computation time required. By applying our fully-automated algorithm into the RLGS pattern self-matching, all of the landmark spots were correctly mapped onto themselves, except for only one unmatched spot.

When our algorithm is applied to compare the Normal and Tumor profiles, more than a thousand equivalent spot pairs were identified, and almost identical number of equivalent spots were found even when the reference (Normal/Tumor) and the object (Tumor/Normal) patterns were exchanged. To clarify the quality of such spot pattern comparison, the matched spots on each RLGS profile are depicted in Fig. 3. In this figure, the landmark spots are shown overlaid on the background normalized profile image, together with the RNG constructed only from the matched spots.

Table 3: Number of the identified equivalent pairs of landmark spots 1 and the computation time 2 required.

<table>
<thead>
<tr>
<th>reference</th>
<th>object</th>
<th>Number of equiv. spots</th>
<th>initial pair search (sec)</th>
<th>spot matching (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>Normal</td>
<td>1878</td>
<td>51.7</td>
<td>4.4</td>
</tr>
<tr>
<td>Tumor</td>
<td>Tumor</td>
<td>2741</td>
<td>349.5</td>
<td>6.4</td>
</tr>
<tr>
<td>Normal</td>
<td>Tumor</td>
<td>1066</td>
<td>127.5</td>
<td>3.2</td>
</tr>
<tr>
<td>Tumor</td>
<td>Normal</td>
<td>1068</td>
<td>127.5</td>
<td>3.2</td>
</tr>
</tbody>
</table>

1 Number of the spots found on Normal and Tumor profiles were 1879 and 2742, respectively.
2 User time, which was measured on the DOS/V computer running with Linux: MMX Pentium/233MHz with 64MB SDRAM. The computational time required to construct DN of Normal and Tumor were 1.0 sec and 1.5 sec on the same computer, respectively.

As can be seen in Fig. 3a and Fig. 3b, both of matched spots in Tumor and Normal profiles are well distributed over the almost entire area in the profile. Because we adopted the breadth-first graph search algorithm to spot pattern comparison, it is possible that the graph search is terminated at the mis-matched node. Once such termination occurs, the matched spots does not spread over anymore.
Figure 3: The matched spots, identified by applying the fully-automated algorithms, are shown overlaid on the background normalized profile image. The RNG (relative neighborhood graph) constructed from the matched spots is depicted for convenience. (a): the matched spots in Normal profile (reference). (b): the matched spots in Tumor profile (object). The matched spots are shown as filled squares, though the un-matched spots are shown as open squares in (a) and (b). (c): the landmark spots and the RNG constructed from the matched spots in Tumor profile are superimposed on (a). The superimposed spots of Tumor profile are depicted as the diamonds, while the spots of Normal profile are drawn with square.
Despite such possibility, this result indicates that the breadth-first graph search is robust enough to traverse the whole spot pattern. This is partly because of the adoption of the DN, which potentially has the redundant paths in itself, and partly because our new spot recognition algorithm can find the hidden spots, which cannot be recognized by the previous algorithm. The hidden spots drastically decrease the possibility of encountering the mis-matched nodes during the traverse.

The pattern matching of the two structured graphs, each of which has more than a thousand nodes, was finished in only a few seconds. The most time-consuming process was the identification of the initial equivalent pair of spots from both profiles, because we adopted heuristic search of the landmark spots. In spite of the simple search algorithm, the initial equivalent spot pair search was carried out within several minutes even with the inexpensive DOS/V computer, as shown in Table 3.

As mentioned above, our fully-automated spot matching algorithm works very fine to compare the nonlinearly distorted RLGS profiles and to identify the corresponding spots accurately and rapidly, in concert with our new spot recognition algorithm.

5 Summary

We have developed the fully-automated algorithms for spot recognition from RLGS profiles and for pairwise spot matching. By applying these algorithms to the processing of the two-dimensional electrophoretograms of genomic DNA, molecular changes occurring at or near to the restriction landmarks, such as deletions, additions, translocations or DNA methylations, can be detected effectively. During the processing of the RLGS profiles, the boring and annoying interactions with computer, such as revising mis-recognized spots or spot landmarking prior to the RLGS profile comparison, are anymore unnecessary.

We have implemented such algorithms on the DOS/V computer running with Linux and demonstrated in this paper that the larger RLGS profiles which hold several thousands of landmark spots can be processed effectively even with the inexpensive computers. Actually, it takes less than ten minutes to identify all spots on a RLGS profile and to compare them with those on a reference RLGS profile, while it expected to take over ten minutes to process with our previous image processing system [23] and to take about two to three hours by visual inspection.

The fully-automated algorithms for spot recognition and spot matching should be applicable to the similar problems, such as the processing of the protein two-dimensional gel electrophoretograms.
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